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Until recently, protein crystallization has mostly been

regarded as a stochastic event over which the investigator

has little or no control. With the dramatic technological

advances in synchrotron-radiation sources and detectors and

the equally impressive progress in crystallographic software,

including automated model building and validation, crystal-

lization has increasingly become the rate-limiting step in X-ray

diffraction studies of macromolecules. However, with the

advent of recombinant methods it has also become possible

to engineer target proteins and their complexes for higher

propensity to form crystals with desirable X-ray diffraction

qualities. As most proteins that are under investigation today

are obtained by heterologous overexpression, these tech-

niques hold the promise of becoming routine tools with the

potential to transform classical crystallization screening into a

more rational high-success-rate approach. This article presents

an overview of protein-engineering methods designed to

enhance crystallizability and discusses a number of examples

of their successful application.
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1. Introduction

Following the dawn of recombinant technology brought about

by the groundbreaking overexpression of synthetic genes

coding for insulin and somatostatin in Escherichia coli

(Goeddel et al., 1979; Itakura et al., 1977) and the subsequent

discovery of the polymerase chain reaction (PCR; Mullis et al.,

1986; Saiki et al., 1985, 1988), macromolecular crystallography

was freed of its longstanding dependence on purified native

protein samples for crystallization. Heterologous expression

made it possible to generate samples of proteins and com-

plexes that are found in only small or trace amounts in living

cells and to engineer large and unstable proteins so that

isolated domains or modified forms can be made available for

crystallization. At the same time, the effort required for

protein purification was dramatically reduced by the use of

fusion proteins and affinity tags (Brewer et al., 1991; Sassen-

feld, 1990; Malhotra, 2009). As a consequence, the over-

whelming majority of samples used today for crystallization

are recombinantly derived proteins. However, even though

material for crystallization is more easily available, the prep-

aration of single well diffracting crystals of the target macro-

molecule is still a time-consuming challenge.

Historically, two complementary approaches to protein

crystallization were developed in parallel. Firstly, natural

variations in the amino-acid sequences of homologues from

different species were exploited to identify a target with

suitable crystallization properties during the purification

procedure (Kendrew et al., 1954; Campbell et al., 1972). The

second approach was to extensively screen a specific target



protein against a range of diverse precipitating agents, buffers

and additives until the right conditions for crystallization

were identified (Carter & Carter, 1979; Jancarik & Kim, 1991).

These strategies remain the pillars of contemporary macro-

molecular crystallization. However, as the palette of molecular

biology techniques expanded to include site-directed muta-

genesis, ligation-independent cloning and other tools, it

became possible to modify proteins with relative ease with the

specific purpose of enhancing their propensity to crystallize or

improving the diffraction quality of the resulting crystals. The

early proof-of-principle of these capabilities was the crystal-

lization of an engineered variant of human H-ferritin in which

a single-site mutation, K86Q, was introduced to duplicate a

crystal contact mediated by Cd2+ ions in the crystal structure

of the homologous rat L-ferritin (Lawson et al., 1991).

In this review, current progress in the methodologies of

protein engineering used to enhance the crystallizability of

targets that are recalcitrant to crystallization in their wild-type

form is discussed. This burgeoning field is very broad and

includes both general strategies that apply to a range of targets

and many diverse approaches that only apply to specific

proteins or protein families. Thus, owing to space limitations,

the focus is on those techniques that have either been

demonstrated to be of general utility or are at a point in their

development to clearly have the potential to become widely

used in the future. Understandably, only representative

examples are provided.

2. Microscopic aspects of protein crystallization

Proteins are inherently dynamic entities, a property that

greatly hinders their crystallizability. Not surprisingly, it has

been estimated that even for the stable and relatively small

single-domain prokaryotic proteins fewer than one in four will

yield X-ray-quality crystals when using a routine screening

process (Canaves et al., 2004; Price et al., 2009). In order to

rationally modify proteins to enhance their crystallizability, it

is first necessary to understand the physical properties that

make most proteins resistant to crystallization.

Protein crystals are nucleated ab initio at supersaturation

levels in the 200–1000% range (McPherson, 1982). Nucleation

is believed to proceed via a two-step process: clusters of solute

molecules form first and upon reaching critical size reorganize

into three-dimensionally ordered nuclei (Georgalis et al., 1997;

Vekilov, 2004; Erdemir et al., 2009). Subsequent transfer of

protein molecules from solution onto the growing crystal

surface is driven by relatively small negative changes in Gibbs

free energy (�G�), from approximately�10 to�100 kJ mol�1,

at ambient temperature (Vekilov, 2003). Interestingly, enthalpy

changes are generally negligible during crystallization (Yau et

al., 2000; Petsev et al., 2001; Gliko et al., 2005), so that entropic

phenomena dominate (Vekilov et al., 2002; Vekilov, 2003;

Derewenda & Vekilov, 2006). The microscopic effects under-

lying the entropy changes, both favorable and unfavorable,

involve the protein itself as well as the solvent. Protein

packing, which results in an ordered three-dimensional lattice

and loss of translational and rotational degrees of freedom,

is unfavorable and produces an energy barrier in the 30–

100 kJ mol�1 range at room temperature (Finkelstein & Janin,

1989; Tidor & Karplus, 1994). Similarly, incorporation into the

growing crystal and ordering of any intrinsically unstructured

elements, such as flexible termini or loops and side chains, at

the point of crystal contacts further increases the entropic cost.

However, the release of ordered solvent molecules from the

surfaces involved in crystal contacts, which is estimated to be

in the 25–150 kJ mol�1 range, may sufficiently compensate for

these entropy losses and ultimately provide the driving force

for crystal growth (Vekilov et al., 2002; Vekilov, 2003).

Based on these considerations, it is evident that a protein

must satisfy certain criteria in order to crystallize. Firstly, it

must have a molecular surface that confers adequate solubility

under initial conditions to reach the necessary supersaturation

level for nucleation. Furthermore, it should have few, if any,

intrinsically unstructured fragments such as extended N-

or C-termini or long and solvent-exposed loops which may

impede crystallization. Finally, the protein should have distinct

‘sticky’ patches on the surface with a structured layer of

solvent molecules, allowing the ordering of nascent nuclei by

mediating thermodynamically viable specific crystal contacts.

The notion that protein crystallization involves specific and

anisotropic intermolecular interactions, as opposed to random

contacts, is relatively new. Early analyses of intermolecular

contacts in protein crystals concluded that crystallization is a

stochastic process generated by mostly random contacts (Janin

& Rodier, 1995; Janin, 1997; Carugo & Argos, 1997). However,

more recent stringent statistical analyses using a larger data-

base strongly suggested that crystal contacts are generated by

anisotropic interactions that favor small hydrophobic residues

and disfavor large polar side chains with high conformational

entropy (Cieślik & Derewenda, 2009). This view is also

supported by a large-scale comparison of the amino-acid

sequences of crystallizable and noncrystallizable proteins,

which established that crystallization propensity is negatively

correlated with the prevalence of residues with high side-chain

entropy (Price et al., 2009). Finally, molecular-dynamics

simulations of the intermolecular interactions of lysozyme in

solution show that they are anisotropic and that their magni-

tude and nature depend on the physical chemistry of the

participating interfaces, suggesting that the nucleation

phenomenon is initiated in a nonstochastic fashion (Pellicane

et al., 2008).

Understanding the physical principles that govern crystal-

lization at the microscopic level provides the singular under-

pinning to rationally engineer target proteins to enhance their

crystallizability either by improving their solution properties

or by increasing their propensity to engage in weak but

specific interactions that organize the transformation of

nascent clusters into nuclei and drive subsequent crystal

growth.

3. Engineering proteins with enhanced solubility

The solubility of a protein is the primary essential prerequisite

for its crystallization. It should be noted that the expression
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‘low solubility’ is often used indiscriminately to describe quite

different phenomena, including a propensity to aggregate and

precipitate upon overexpression owing to misfolding, amyloid

formation and finally genuine low in vitro solubility, i.e. low

protein concentration in equilibrium with the solid phase, of

otherwise fully folded and stable proteins (Trevino et al.,

2008). Here, the strategies and methods that specifically

address the latter case are discussed, i.e. precipitation at low

concentrations of properly folded proteins.

It has been well established that even single-site mutations

of surface residues can dramatically affect the solubility of a

protein and its crystallizability (McElroy et al., 1992). Conse-

quently, the intuitively obvious approach is to mutate solvent-

exposed hydrophobic amino acids to hydrophilic residues. In

this way, the low solubility of the catalytic domain of HIV-1

integrase was addressed by screening 29 mutants in which

hydrophobic residues were systematically mutated to hydro-

philic amino acids; of the variants tested, the single-site mutant

F185K showed a dramatically improved solubility and ulti-

mately yielded X-ray-quality crystals (Dyda et al., 1994;

Jenkins et al., 1995). In the case of leptin, the product of the

obese gene, the solubility-enhancing W100E mutation proved

to be critical for crystallization of the protein (Zhang et al.,

1997). Recently, a screen of several variants of human apo-

lipoprotein D identified a triple mutant (W99H, I118S, L120S)

which was much more soluble than the wild-type protein and

which was ultimately used to obtain well diffracting crystals

(Nasreen et al., 2006; Eichinger et al., 2007).

While engineering enhanced solubility using site-directed

mutagenesis is potentially a powerful approach, in the absence

of structural information it is a challenge to predict which

hydrophobic residues are solvent-exposed and might there-

fore constitute useful targets for mutagenesis. Moreover, even

if structural information is available for a homolog or the

target itself, it may not be clear what type of mutation actually

works best, forcing the investigator to rely on extensive

screening. This uncertainty arises from the fact that hydro-

phobicity scales for individual amino acids cannot be used

directly to evaluate the increase or decrease of protein solu-

bility as a consequence of a specific mutation. Furthermore,

there have been few rigorous studies of the effects of specific

mutations on protein solubility. A notable example is a study

on ribonuclease SA in which the solvent-exposed Thr76 was

replaced by 19 other amino acids and the solubility of all of the

variants was carefully evaluated (Trevino et al., 2007). Those

variants that contained Asp, Arg, Glu and Ser were the most

soluble. Unexpectedly, even though a lysine might be expected

to confer higher solubility than a serine or alanine, the T76S

mutation actually led to a significantly higher solubility than

T76K, while the T76A variant was only marginally less soluble

than T76K (Trevino et al., 2007). The authors of the study

concluded that mutating Asn and Gln to their respective acids

may constitute the most robust strategy of enhancing solubi-

lity. Interestingly, one of the first examples of rational

enhancement of solubility, i.e. the study of trimethoprim-

resistant type S1 hydrofolate reductase (Dale et al., 1994), used

this very strategy: the amide-containing side chains were

systematically substituted with carboxylic amino acids and one

specific variant, a double mutant N48E, N130D, was found to

exhibit markedly increased solubility and ultimately yielded

crystals that were suitable for crystallographic analysis.

Somewhat ironically, large charged residues such as gluta-

mate that confer higher solubility on the target protein may at

the same time impede crystallization because they increase the

total surface side-chain entropy, making the surface recalci-

trant to engaging in crystal contact-mediating interactions.

Thus, variants engineered for increased solubility may simul-

taneously show a decreased propensity to crystallize.

Some of the above uncertainties can be overcome with an

alternative approach of directed evolution and phenotypic

selection methods, in which soluble mutants are directly

selected from vast protein libraries (Farinas et al., 2001;

Farinas, 2006; Pédelacq et al., 2002; Waldo, 2003; Cabantous et

al., 2005). Several different variations of this method have

been reported (Waldo, 2003). For example, the target protein

may be fused to the N-terminus of a reporter protein such

as the green fluorescent protein (GFP; Waldo et al., 1999) or

direct detection methods can be employed to identify soluble

variants (Peabody & Al-Bitar, 2001). While elegant and

potentially very effective, directed evolution has not yet been

widely adopted for the generation of crystallizable proteins.

Solubility problems are not always caused by excessively

exposed hydrophobic surfaces. In some cases, the root of

the problem is aggregation caused by exposed free cysteines.

Reduced cysteines can be identified by alkylation with

N-ethylmaleimide or iodoacetamide under anaerobic condi-

tions and subsequent electrospray mass spectrometry (Nies-

sing et al., 2004). Several examples illustrate how this approach

is helpful in generating samples that are suitable for crystal-

lization. In mitogen-activated protein (MAP) kinase p38�,

a single-site mutation (C162S) prevented aggregation and

yielded a crystallizable variant (Patel et al., 2004). Similarly,

a double mutant (C95K, C142S) of foot-and-mouth disease

virus 3C protease showed none of the aggregation problems

that plagued the wild-type protein and was subsequently

crystallized (Birtley & Curry, 2005). It is noteworthy that in

this case an alternative strategy involving mutations of the

exposed hydrophobic residues Met81, Leu82 and Val140

did not eliminate aggregation (Birtley & Curry, 2005). In a

number of cases aggregation problems were traced to multiple

free cysteines. In She2p, an RNA-binding protein, four

cysteines (Cys14, Cys68, Cys106 and Cys180) were mutated

to serines in order to overcome oxidation and aggregation

(Niessing et al., 2004). In an extreme case, that of human

maspin, which is a serpin with antitumor activities, all unpaired

cysteines were mutated (C20S, C34A, C183S, C205S, C214S,

C297S, C373S) in an effort to obtain a soluble crystallizable

variant (Al-Ayyoubi et al., 2004).

4. Optimization of target constructs

The N- and C-termini of proteins are often flexible and un-

structured (Thornton & Sibanda, 1983), creating a potential

entropic impediment to crystallization. Initially, the preferred
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way to circumvent this problem was to use limited proteolysis

to trim off the ends, leaving the stable core of the target

protein. This strategy remains useful, particularly in its in situ

version, in which trace amounts of proteases are added

directly to crystallization screens (Dong et al., 2007; Werni-

mont & Edwards, 2009). However, on the downside it intro-

duces the possibility of heterogeneity in the sample owing to

incomplete proteolysis. An alternative route is to first identify

the smallest functional fragment of the target protein and to

then design and overexpress an appropriately modified gene.

A number of options are possible. The simplest is the direct

prediction of intrinsically disordered regions from the amino-

acid sequence alone (Obradovic et al., 2003; He et al., 2009).

The functional core units can also be identified experimentally

by mass spectrometry following limited proteolysis (Cohen

et al., 1995). Alternatively, deuterium–hydrogen exchange

coupled to mass spectrometry (DXMS) may be used to

identify fast-exchanging amides that map to unstructured

fragments (Hamuro et al., 2003; Pantazatos et al., 2004; Sharma

et al., 2009).

Importantly, the choice of optimal N- and C-termini may

also critically influence the solubility of the target protein.

For example, in the case of MAPKAP kinase 2, 16 truncation

variants were assayed, all of which contained the catalytic

domain, and were shown to have dramatically differing solu-

bilities and propensities for crystallization (Malawski et al.,

2006). Similarly, a series of truncations were screened in order

to identify a soluble and crystallizable variant of a three-

domain fragment of the Vav1 guanine nucleotide-exchange

factor (Brooun et al., 2007). In both these cases only a limited

number of rationally designed constructs were screened. How-

ever, to increase the prospects of success it is also possible to

utilize much larger libraries of variants and screen them in

vivo using the high-throughput split-GFP complementation

assay (Fig. 1; Cabantous & Waldo, 2006).

Another troublesome problem associated with flexible

termini is their occasional propensity to form multiple inter-

molecular contacts, leading to crystal forms that contain

multiple copies of the target protein in the asymmetric unit.

This has been observed, for example, for Plasmodium falci-

parum peptide deformylase, in which removal of three resi-

dues from the N-terminus reduced the number of subunits in

the asymmetric unit from ten to two (Robien et al., 2004).

In addition to the disordered N- and C-termini, target

proteins may contain internal unstructured regions such as

subdomains or loops which can be removed or shortened

to reduce conformational heterogeneity. For example, the

construct used in the successful crystallization of the HIV

gp120 envelope glycoprotein had two flexible loops which

were replaced with Gly-Ala-Gly linkages to obtain a crystal-

lizable variant (Kwong et al., 1998, 1999). In the case of

8R-lipoxygenase the replacement of a flexible Ca2+-dependent

membrane-insertion loop consisting of five amino acids by

a Gly-Ser dipeptide resulted in crystals that diffracted to a

resolution 1 Å higher than the wild-type protein (Neau et al.,

2007). An interesting variation of this approach was intro-

duced for the preparation of crystals of the �-subunit of the

signal recognition particle receptor. A 26-residue flexible loop

was removed, but instead of replacing it with a shorter

sequence the authors connected the native N- and C-termini

of the protein using a heptapeptide GGGSGGG, thus creating

a circular permutation of the polypeptide chain (Schwartz et

al., 2004).

Given that the majority of eukaryotic proteins contain at

least one stretch of 40 or more disordered residues (Vucetic et

al., 2003), optimization of crystallization targets by removal of

these sequences is likely to become a routine strategy.

5. The use of fusion proteins for crystallization

Tags are routinely used in heterologous protein expression in

order to enhance folding and solubility and to facilitate puri-

fication (Uhlen et al., 1992; Malhotra, 2009). They are either

short oligopeptides, such as a hexahistidine, with unique affi-

nity properties or well expressed and highly soluble proteins,

such as GST (glutathione S-transferase), MBP (maltose-

binding protein) or thioredoxin. The tags are inserted into the

expression vectors downstream or upstream of the target
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Figure 1
A domain-trapping strategy to engineer soluble variants of a protein of interest (POI) for crystallization using the split-GFP complementation
methodology. (Figure courtesy of Dr Geoff Waldo, LANL.)



protein and are often separated from it by a protease-sensitive

linker sequence. They are cleaved proteolytically following

expression and partial purification of the fusion protein and

removed, leaving the isolated target ready for crystallization.

However, in some cases the target protein may not be

adequately soluble after cleavage or may resist crystallization.

One of the possible solutions is to use the intact fusion protein

in the crystallization screens in the hope that the carrier

protein will both confer solubility on the construct and

mediate crystal contacts. Not surprisingly, the canonical carrier

proteins, all of which crystallize fairly easily on their own,

constitute the obvious first choice. Using this strategy, the

DNA-binding domain of DNA replication-related element-

binding factor (DREF) was crystallized in fusion with

Escherichia coli GST (Kuge et al., 1997) and the U2AF

homology motif (UHM) domain of splicing factor Puf60 was

crystallized as a fusion with thioredoxin (Corsini et al., 2008).

A key problem limiting the utility of this technique is the

inherent flexibility of a two-domain fusion protein, which is

detrimental to its crystallizability. A possible solution to this

problem is shortening the linker between the two proteins

until a relatively rigid construct is identified (Smyth et al.,

2003). This approach was successfully pioneered for maltose-

binding protein (MBP), which was used as a fusion chaperone

to crystallize the human T-cell leukemia virus type 1 gp21

ectodomain fragment (Center et al., 1998). The same strategy

was employed in the crystallization of the ZP-N domain of

ZP3 (Monne et al., 2008), the islet amyloid polypeptide (IAPP;

Wiltzius et al., 2009) and the MAT�1 homeodomain (Ke &

Wolberger, 2003). Recently, a genetically modified version of

MBP (see below) was used as an N-terminal fusion chaperone

to crystallize the signal transduction regulator RACK1 from

Arabidopsis thaliana (Ullah et al., 2008; Fig. 2). Thus, MBP

remains the most successful fusion chaperone for protein

crystallization, even though the absolute number of proteins

crystallized in this way is still limited.

In addition to the canonical fusion chaperones, which were

originally designed as affinity tags, other carrier proteins can

be used to assist crystallization. For example, a module made

up of two sterile � motif (SAM) domains has been engineered

to polymerize in response to a pH drop and was shown to

drive the crystallization of 11 target proteins in a pilot study

(Nauli et al., 2007). In another example, barnase, a secreted

ribonuclease from Bacillus amyloliquefaciens, was recently

used as a carrier protein for crystallization of the disulfide-rich

protein McoEeTI (Niemann et al., 2006).

An alternative to N- or C-terminal fusions is an insertion

fusion, in which a carrier protein is inserted into a loop in the

sequence of a poorly soluble target. To date, this approach has

exclusively been used in membrane-protein crystallization and

was initially pioneered for the E. coli lactose permease, in

which cytochrome b562, flavodoxin and T4 lysozyme were

tested as carrier proteins inserted into one of the loops (Privé

et al., 1994; Engel et al., 2002). In this specific case none of

these variants actually yielded useful crystals and the structure

of lactose permease was eventually solved using crystals

obtained using a variant containing the C154G mutation which

stabilized a single conformation in complex with a lactose

analogue (Abramson et al., 2003). In contrast, a similar

insertion fusion with T4 lysozyme replacing the third intra-

cellular loop of the �2-adrenergic receptor was highly

successful and yielded good-quality crystals that allowed

structure determination at 2.4 Å resolution (Cherezov et al.,

2007; Rosenbaum et al., 2007). This spectacular result attests

to the potential of insertion-fusion proteins, but the method is

not trivial as the constructs must be carefully evaluated for

both structural and functional consequences of the insertion

and a number of variants may have to be screened before a

suitable one is identified.

6. Noncovalent crystallization chaperones

Noncovalent crystallization chaperones, i.e. engineered

binding proteins that produce noncovalent complexes with

target macromolecules, constitute an exciting alternative to

fusion carrier proteins. Complexes with such chaperones often

exhibit enhanced solubility and/or crystallizability in com-

parison to the isolated targets. The Fab and Fv fragments of

antibodies are most commonly used for this purpose (Kovari

et al., 1995; Hunte & Michel, 2002; Prongay et al., 1990;

Ostermeier et al., 1995; Jiang et al., 2003; Dutzler et al., 2003;

Lee et al., 2005). In its canonical version, the technique

requires animal immunization with subsequent purification of

hybridoma-derived antibodies and their proteolytic digestion

to obtain pure homogeneous Fab fragments (Karpusas et al.,

2001; Kovari et al., 1995). Alternatively, the Fab fragment can
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Figure 2
An example of the use of a fused carrier protein in crystallization: the
crystal structure of the RACK1 protein (green) crystallized in fusion with
an engineered variant of the maltose-binding protein (MBP; red); the
major crystal contacts are mediated by MBP (PDB code 3dm0; Ullah et
al., 2008). The yellow spheres show alanines introduced by site-directed
mutagenesis (see text for further details). Figs. 2 and 4 were generated
using PyMOL (http://www.pymol.org).



be directly sequenced and a synthetic gene can be used for

E. coli expression, although this is not trivial owing to the

presence of disulfides and two separate polypeptide chains in a

Fab molecule. To overcome this bottleneck, a more efficient

method of recombinant production of antibody fragments

using mammalian HEK 293T has recently been proposed

(Nettleship et al., 2008). Another possibility is the use of so-

called nanobodies, i.e. single-chain fragments derived from

camelid antibodies (Koide, Tereshko et al., 2007; Lam et al.,

2009; Korotkov et al., 2009). However, this strategy requires

immunization of camels or llamas, which is not technically

easy.

Regardless of the specific strategy, the use of hybridoma

technology and animal immunization is always time-

consuming and expensive. In principle, a more efficient

approach is to carry out in vitro selection of Fab fragments

using phage display (Lee et al., 2004) or ribosome display

(Lipovsek & Pluckthun, 2004). However, since a typical

antibody–antigen interface involves �30 amino acids, the

total number of possible sequences of a given template Fab

significantly exceeds the available combinatorial libraries.

Consequently, traditional phage-display libraries greatly

diminish diversity at the mutated sites, which explains why

synthetic antibodies were initially weaker binders than natural

ones (Hawkins et al., 1992; Koide, 2009). This problem was

successfully overcome using a different type of phage-display

library based on a ‘reduced genetic code’ and comprised of

only a few amino acids, e.g. four, which produces high-affinity

binders based on a single Fab scaffold (Fellouse et al., 2004;

Lee et al., 2004). In contrast to natural antibodies, such

synthetic Fab fragments can be generated against unique

conformations, complexes or weak antigens such as RNA.

Among recent examples are the crystallization and structure

determination of the closed form of the full-length KcsA

potassium channel with its cognate synthetic Fab (Uysal et al.,

2009; Fig. 3) and the crystallographic study of the �C209 P4-

P6 domain of the Tetrahymena group I intron, a structured

RNA molecule (Ye et al., 2008).

The in vitro display methods also allow the engineering

of non-antibody scaffolds as alternative protein binders and

crystallization chaperones (Koide, 2009). For example, a

fibronectin type III domain (FN3) scaffold was successfully

used to generate binders with a reduced genetic code phage-

display library (Koide, Gilbreth et al., 2007; Gilbreth et al.,

2008). A similar approach was used for DARPins, i.e. designed

ankyrin-repeat proteins (Sennhauser & Grütter, 2008), based

on ribosome-display selection (Lipovsek & Pluckthun, 2004;

Sennhauser & Grütter, 2008). Several new protein structures

have been solved as complexes with DARPin chaperones,

including polo-like kinase 1 (Bandeiras et al., 2008), the

trimeric integral membrane multidrug transporter AcrB

(Sennhauser et al., 2007) and the receptor-binding protein

(RBP, the BppL trimer) of the baseplate complex of the

lactococcal phage TP901-1 (Veesler et al., 2009).

7. Removal of post-translational modifications

A number of proteins undergo post-translational modifica-

tions which can adversely affect crystallization. By far the

most ubiquitous is N- and O-glycosylation, primarily of
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Figure 3
Phage-display-generated Fab fragments as crystallization chaperones: the structure of the KcsA channel in the closed conformation in complex with a
synthetic Fab (PDB code 3eff; Uysal et al., 2009). (a) A diagram showing how the Fab binds to the cytosolic portion in reference to the transmembrane
domain. (b) The crystal structure of the complex showing how the synthetic Fab molecules mediate the major crystal contacts. (Figure courtesy of Dr
Anthony Kossiakoff, University of Chicago.)



membrane-associated, secreted and lysosomal proteins. In a

number of cases successful crystallization of glycoproteins

purified from natural sources has been reported and carbo-

hydrate groups have often been found to be ordered and

occasionally sequestered between the protein molecules, thus

even contributing in a positive way to crystallization (Mark

et al., 2003; Aleshin et al., 1994). In general terms, however, the

flexible and heterogeneous carbohydrate moieties, particu-

larly the oligosaccharides linked by N-glycosylation, can

account for a significant fraction of the surface area of the

protein and can therefore be detrimental to crystallization.

The preparation of recombinant proteins in E. coli eliminates

these post-translational modifications and may sometimes

solve the problem (Mohanty et al., 2009), but N-glycosylation

is often required for appropriate folding and solubility, so this

approach is not always possible. However, if a eukaryotic

expression system is a necessity, the problem can often be

resolved by mutating the asparagines within the relevant

glycosylation motifs (Asn-X-Thr/Ser), e.g. to aspartates, as was

performed in the case of the extracellular domain of the

metabotropic glutamate receptor expressed in insect cells

(Muto et al., 2009), or to glutamines, as was performed for the

human testis angiotensin-converting enzyme (Gordon et al.,

2003). Alternatively, glycosylation at these sites can be

eliminated by mutation of the Thr/Ser residues in the glyco-

sylation motif to alanine or other amino acids, as described for

rat cathepsin B (Lee et al., 1990), or valine, as was the case with

the Ebola virus glycoprotein (Lee et al., 2008, 2009). Similarly,

potentially glycosylated threonines or serines in O-glycosyl-

ated glycoproteins can be mutated to other amino acids

(Horan et al., 1998) to avoid or reduce glycosylation.

Other post-translational modifications occur less frequently.

Prenylation and N-myristoylation can occur at the C- and

N-termini, respectively. Expression in E. coli, often using

truncated versions of target proteins, is a common remedy (Pai

et al., 1990).

8. Stabilization of protein targets

There is currently no clear consensus regarding a possible

correlation between the thermostability of a protein and its

propensity to form crystals. It is often assumed on the basis of

somewhat anecdotal evidence that thermostable proteins are

more readily crystallizable and therefore if a specific target

protein is recalcitrant to crystallization then a homologue

from a thermophilic organism should instead be used. In some

cases, low thermostability may correlate with the presence of

unstructured loops or termini and consequently the construct-

optimization strategies, as described above, are likely to yield

a more crystallizable variant with a concomitantly increased

stability. For example, a study of MAPKAP kinase 2 showed

that truncated variants with increased thermal stability also

showed higher crystallization propensity (Malawski et al.,

2006). However, it is uncertain whether the relationship is

causal or serendipitous. A recent analysis of large-scale data

from a structural genomics project showed that when partly or

fully unfolded proteins and hyperstable proteins (with melting

temperatures Tm of greater than 363 K) are excluded from

comparisons, thermostability per se does not correlate with

propensity for crystallization (Price et al., 2009). Consequently,

it appears that in a general case of a well behaving protein

attempts to increase thermostability by site-directed muta-

genesis may not necessarily yield variants with enhanced

crystallization properties, although when the prospective

crystallization target is inherently unstable engineering more

stable variants may be helpful. In fact, this strategy has been

successfully used for membrane proteins, which are often

unstable in detergent environments. The first structure of a

recombinant G-protein-coupled receptor (GPCR), i.e. bovine

rhodopsin in complex with 11-cis retinal, was obtained using

a thermostable variant with an engineered disulfide bond

(Standfuss et al., 2007). In the more recent case of the turkey

adrenergic �2 receptor, 318 variants were screened and six

mutations were identified that increased thermostability. A

variant containing all six mutations had an apparent Tm that

was 21 K higher than that of the native protein in dodecyl-

maltoside (DDM), was more stable in short-chain detergents

and was successfully crystallized (Warne et al., 2008, 2009).

The effort required for such vast screening is substantial, but it

appears that within protein families (such as GPCRs) the

pattern of mutations enhancing thermostability is preserved,

thus making it possible to transfer the mutations from one

family member to another (Serrano-Vega & Tate, 2009).

Finally, it should be noted that protein thermostability is

strongly dependent on solution parameters such as the ionic

strength. In the case of ribonuclease SA, the melting temp-

erature (Tm) increased from �313 to �333 K on transfer from

pure 50 mM diglycine buffer to 0.9 M ammonium sulfate

(Trevino et al., 2007). Similarly, binding small molecules, either

physiological or nonphysiological ligands, typically promotes

stability (Matulis et al., 2005). High-throughput screening

methods have been developed to aid in screening for condi-

tions and ligands that enhance stability (Vedadi et al., 2006;

Mezzasalma et al., 2007) and in a general case this strategy

appears to hold better promise than attempts to engineer

higher stability through mutagenesis.

9. Surface-entropy reduction (SER)

For well ordered intrinsically stable proteins which show none

of the problems addressed above, the propensity of the

molecules to associate together and form crystals mediated

by weak but specific interactions is ultimately defined by the

physical chemistry and topology of the molecular surface. As

already pointed out, large flexible amino acids on the surface,

such as Lys, Glu and Gln, constitute an impediment to inter-

molecular interactions and consequently to protein crystal-

lization (Cieślik & Derewenda, 2009; Price et al., 2009). In fact,

it has been suggested that these residues and the ‘entropy

shield’ that they form play a role in protein evolution which,

given the high average concentration of proteins in cells,

disfavors protein–protein interactions unless they are bio-

logically functional (Doye, 2004). Thus, an intuitively obvious

way to generate crystallizable variants is to replace selected
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large and surface-exposed residues with smaller residues such

as alanine. This crystal-engineering strategy based on the

surface-entropy reduction (SER) concept was extensively

tested using as a model system the globular domain of the

human Rho-specific guanine nucleotide-dissociation inhibitor

(RhoGDI), which is recalcitrant to crystallization in its wild-

type form owing to a high content of Lys and Glu residues,

which constitute more than 20% of the sequence (Longe-

necker, Garrard et al., 2001; Mateja et al., 2002; Derewenda,

2004; Cooper et al., 2007). These experiments established that

in order to be most effective the SER strategy requires

simultaneous mutations of clusters of two to three solvent-

exposed high-entropy amino acids, typically Lys, Glu or Gln,

located in close sequence proximity. These amino acids are

replaced with alanine, although threonine and tyrosine, which

is known to make a positive contribution at protein–protein

interfaces such as antibody–antigen complexes (Fellouse et

al., 2006), can also be used (Cooper et al., 2007). Engineered

low-surface-entropy variants of RhoGDI produced new and

unique crystal forms, many with superior diffraction quality

when compared with the wild-type protein. Importantly, in the

vast majority of these crystals the mutated surface patches

mediated crystal contacts, suggesting that SER engineering

directly drives crystallization in a rational fashion by creating

suitable crystal-contact-forming interfaces. The general utility

of the method was further established by the crystallization of

several novel protein targets found to be recalcitrant to crys-

tallization in their wild-type form (Longenecker, Lewis et al.,

2001; Derewenda et al., 2004; Devedjiev et al., 2004; Janda et

al., 2004).

SER is quickly becoming a method of choice for engi-

neering crystallizable variants of both individual proteins and

protein–protein complexes. To date (December 2009), there

have already been more than 100 depositions made to the

Protein Data Bank (Berman et al., 2007) based on diffraction

studies of crystals generated by SER and corresponding to 47

novel structures, seven novel protein–protein complexes,

several studies of proteins in complexes with drug leads aimed

at rational drug development and two membrane proteins.

The current list of crystal structures obtained using SER

crystals includes a number of cases of exceptionally high

biological interest. For example, the EscJ protein from

enteropathogenic E. coli, the oligomerization of which initi-

ates assembly of the type III bacterial secretion system, was

crystallized with three entropy-reducing mutations (E62A,

K63A and E64A) forming a key contact in the crystal struc-

ture (Yip et al., 2005). Likewise, the HIV CcmK4 capsid

protein only crystallized after an entropy-reducing mutation

(E104Y) was introduced into the protein (Pornillos et al.,

2009). The protein–protein complexes solved to date under-

score the utility of the method, which extends beyond indivi-

dual proteins because high-entropy patches occur outside

complex interfaces. For example, the complex of c-Src and its

inactivator Csk was crystallized using a variant of Csk carrying

K361A and K362A mutations (Levinson et al., 2008). Simi-

larly, it was possible to crystallize the complex of two pseudo-

pilins EpsI and EpsJ from the type 2 secretion system of

Vibrio vulnificus when a variant of EpsI carrying two muta-

tions (E128T and K129T) was used (Yanez et al., 2008; Fig. 4).

An interesting variation of the SER method was used in the

investigation of the RACK1 protein, which was crystallized as

an in-line fusion with an MBP variant carrying D82A, K83A

and K239A mutations (Ullah et al., 2008). This is the first
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Figure 4
Two examples of proteins crystallized by the surface-entropy reduction
(SER) method. (a) The RGSL domain of the PDZRhoGEF nucleotide-
exchange factor (PDB code 1htj; Longenecker, Lewis et al., 2001); the
yellow spheres show the alanines introduced by mutagenesis, which
mediate an isologous crystal contact across a crystallographic twofold
axis. (b) The crystal structure of EpsI complexed with EpsJ (PDB code
2ret; Yanez et al., 2008); the EpsI protein (pale blue) contains two surface
mutations, shown by yellow spheres, which mediate heterologous crystal
contacts.



example of the application of the surface-entropy reduction

strategy to a carrier protein and not the crystallization target

itself.

The SER strategy is attractive not only because of its effi-

cacy but also because of its simplicity: once an expression

construct for a target protein is available several rounds of

mutagenesis can easily create variants with systematically

enhanced crystallizability. To assist in the design of crystal-

lizable variants, a server has been developed that uses the

amino-acid sequence of the target to identify suitable muta-

tion sites (Goldschmidt et al., 2007).

10. Improvement of crystal quality

In most cases, protein engineering is used as a tool of last

resort to obtain variants for proteins for which no crystals can

be grown using the wild-type form. However, it may some-

times be necessary to obtain a new, different crystal form even

when the wild-type protein does crystallize. Such a need may

arise, for example, in drug-design investigations, where high-

resolution structures are particularly critical for evaluation of

the interactions between lead compounds and the target

protein and may not always be possible using wild-type crys-

tals. A novel crystal form may also be necessary if the wild-

type crystals contain the target protein in an orientation in

which the active site is obscured by crystal contacts, making it

impossible to soak in drug lead compounds and screen small-

molecule libraries by high-throughput crystallography (Blun-

dell & Patel, 2004).

One possible strategy for obtaining a new crystal form is to

modify the existing crystal contacts by replacing some of the

participating amino acids. While this approach occasionally

leads to improvement of the X-ray data resolution (Liu et al.,

2007; Mizutani et al., 2008), modification of crystal contacts is

typically counterproductive as it abolishes the propensity of

the target to crystallize in one form but does not necessarily

induce another (Charron et al., 2002). A more successful

strategy is to generate a novel crystal form by engineering new

crystal contacts through SER. For example, a novel crystal

form of the insulin-like growth factor 1 receptor kinase

domain, a putative drug target, was obtained using a double

mutant (E1067A and E1069A); the new form diffracted to

1.5 Å resolution, whereas the wild-type crystals only diffracted

to 2.7 Å resolution (Munshi et al., 2003). In the case of the

catalytic domain of activated factor XI, a key enzyme in the

blood coagulation cascade and another potential drug target, a

single K437A mutation allowed the preparation of a crystal

form that diffracted to 2.0 Å resolution (Jin et al., 2005).

Entropy-reducing mutations were also key in the preparation

of a crystal form of HIV-1 reverse transcriptase for structure-

based drug design that diffracted to 1.8 Å resolution, in

contrast to the typical 2.5–3.0 Å range observed for the wild-

type protein crystals (Bauman et al., 2008).

11. Conclusions

Protein engineering has become a routine tool that is used to

generate crystallizable macromolecules and their complexes.

While some approaches may only apply to very specific

targets, a number of strategies offer general applicability.

Among these, gene-construct optimization or surface-entropy

reduction are quickly gaining popularity as methods of choice.

However, it should be stressed that none of the methods

described here offer a guarantee that the target protein can be

coerced to crystallize. To maximize the chances of success, one

must frequently attack the problem on multiple fronts based

on an understanding of the chemical and physical properties

of a specific protein. This is particularly true of technically

difficult targets such as membrane proteins. A classic example

illustrating this principle is the study of the HIV gp120

envelope glycoprotein (Kwong et al., 1998, 1999). The con-

struct that was ultimately used in successful crystallization

screens had deletions of 52 and 19 residues from the N- and

C-termini and two flexible loops replaced by Gly-Ala-Gly

linkages; additionally, the protein was 90% deglycosylated

compared with the wild type. Moreover, this engineered gp120

was only crystallized in the form of a ternary complex with the

CD4 receptor and a Fab fragment from a neutralizing anti-

body. In the recent case of the ATP-gated P2X4 ion channel,

a crystallizable variant was obtained after a series of N- and

C-terminal deletions were screened to identify the smallest

functional unit and the introduction of three mutations (C51F/

N78K/N187R) to eliminate both aggregation arising from

oxidation and N-glycosylation (Kawate et al., 2009).

The rapidly expanding database of macromolecular struc-

tures greatly enhances our understanding of the physical

chemistry of proteins, ultimately enhancing our ability to

predict the behavior of a protein in solution from its sequence.

It is therefore increasingly possible to rely on such theoretical

predictions in lieu of tedious experimental screens. A number

of online tools have been developed for this purpose.

The propensity of a protein target to crystallize can be eval-

uated using the XtalPred server (http://ffas.burnham.org/

XtalPred-cgi/xtal.pl), which offers insights into potential

sources of problems arising from sequence features (Slabinski

et al., 2007). Automated design of optimally truncated con-

structs for structural analysis has been made possible by the

ProteinCCD meta-server (http://xtal.nki.nl/ccd), which uses

the cDNA sequence of the target (Mooij et al., 2009). This

server collects information about secondary structure, dis-

order, putative coiled coils, transmembrane segments, domains

and domain linkers and suggests constructs so that the user

can interactively choose suitable options and obtain sequences

of oligonucleotides needed for appropriate PCR amplification

(Mooij et al., 2009). For proteins recalcitrant to crystallization

in their wild-type form, surface mutations enhancing crystal-

lizability can be designed using the surface-entropy reduction

server (http://nihserver.mbi.ucla.edu/SER/; Goldschmidt et al.,

2007).

As the focus of macromolecular crystallography shifts from

the principles of protein architecture to increasingly complex

biological questions, the approach to crystallization is also

undergoing dramatic evolution. As we gain better under-

standing of the microscopic nature of protein crystallization,

we will be able to develop rational protein-engineering stra-
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tegies that systematically and significantly improve the success

rate of crystallization.
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